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If you can reason and understand an argument, one can generate a lot.
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A quick argument from basic concept of slope of a tangent line.
Perhaps.
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...plus reasoning.
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People are nice to friends $70 \%$ of the time, and to enemies $30 \%$ of the time.
One third of the people are your friends, two-thirds are enemies.
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...searching desperately for Baye's Rule?
I don't remember Bayes rule.
Can we figure it out? How?
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What's going on, can I state it simply and derive it?
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## Exercise

Simply state this week in your class.
What did you teach this week!
What are the basics?
Sample spaces, sets, events, probability of events.
What is reasoning?
Conditional, venn diagram, bayes rule.
What is notation or protocol? $\operatorname{Pr}[A \mid B]$
What should the student know? Depends.
How should they proceed to learn? Learn to build the theory.
How do you assess? Apply bayes rule, understand Venn diagram.
What should they remember?
Bag of marbles eventually gets you everything...
...and bayesian updating frame: use evidence!!! (CS188)

